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Abstract. A directional Newton method is proposed for solving systems of m equations in
n unknowns. The method does not use the inverse, or generalized inverse, of the Jacobian,
and applies to systems of arbitrary m, n. Quadratic convergence is established under typ-
ical assumptions (first derivative “not too small”, second derivative “not too large”). The
method is stable under singularities in the Jacobian.
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1. Introduction

Consider a system of m equations in n unknowns:

f(x) = 0 , or fi(x1, x2, . . . , xn) = 0 , i ∈ 1,m . (1)

If m = n the Newton method for solving (1) uses the iterations, see e.g. [14],[10],

xk+1 := xk − Jf (x
k)−1 f(xk) , k = 0, 1, . . . , (2)

where the Jacobian matrix

Jf (x) :=

(
∂fi

∂xj

)

is assumed nonsingular. If Jf (x) is singular, or if m 6= n, a suitable generalized inverse of
Jf (x) can be used in (2) e.g. ([1],[4]) without losing quadratic convergence, e.g. [9]. In
particular, the Moore-Penrose inverse in (2) gives the method

xk+1 := xk − Jf (x
k)† f(xk) , k = 0, 1, . . . , (3)

see e.g. [8] where quadratic convergence was established under typical assumptions. This
method is applicable to least squares problems, because every limit point x∞ of (3) is a
stationary point of the sum of squares

∑
f 2

i (x) ,

∇
∑

f 2
i (x∞) = 0 .

Both methods (2) and (3) require matrix inversions. We present here a Newton method for
solving systems of equations that does not use any matrix inversion. This requires two steps
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Step 1: Transform (1) to a single equation in n unknowns

F (x) = 0 , or F (x1, x2, . . . , xn) = 0 , (4)

such that (1) and (4) have the same solutions.
Step 2: Solve (4) by a directional Newton method, see e.g [7],

xk+1 := xk − F (xk)

‖∇F (xk)‖2∇F (xk) , k = 0, 1, . . . (5)

In Step 1 a natural transformation is

F (x) :=
m∑

i=1

f 2
i (x) = 0 , (6)

and several authors (e.g. [2, Vol II, p. 165], [12, p. 362]) suggested solving (6) by
minimizing the sum of squares

∑
f 2

i (x) using a suitable method, such as the steepest
descent method. However, if one solves (6) using a directional Newton method, quadratic
convergence is lost because the gradient of F

∇F (x) = 2
∑

i=1,...,m

fi(x)∇fi(x)

approaches the zero vector as the values fi(x) tend to zero. To prevent this, we propose an
alternative transformation

F (x) :=
m∑

i=1

(√
f 2

i (x) + θ2
i − θi

)
= 0 , where θi ≥ 0, i ∈ 1,m , (7)

with gradient (existing if all fi(x) 6= 0)

∇F (x) =
m∑

i=1

(
fi (x)√

f 2
i (x) + θ2

i

∇fi (x)

)
, (8)

whose behavior, as fi(x) → 0, can be controlled by adjusting the parameters θi.
In [8] we established the quadratic convergence of The directional Newton method (5), and
the more general directional method

xk+1 := xk − F (xk)

∇F (xk) · dk
dk , k = 0, 1, . . . , (9)

under typical assumptions on the function F around the initial point x0, and the successive
directions {dk} . However, the convergence proofs in [8] are not applicable to the special
case of F given by (7).
The main results of this paper are Theorems 1 and 2. Theorem 1 gives conditions for the
quadratic convergence of the directional Newton method (5), conditions that are natural in
the special case of F (x) given by (7). Theorem 2 then establishes the quadratic
convergence of (5) when applied to the equivalent equation F (x) = 0.
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We call the method {(7), (5)} an inverse–free Newton method. This method is adapted to
least squares solutions and optimization problems in §§ 4–5. The method is illustrated by
numerical examples in § 6.
Since the inverse–free Newton method does not require inversion, it is well suited for
dealing with singularities in the Jacobian, along the iterations {xk} or in their limits x∞.

2. Convergence of the Directional Newton Method (5)

In this section we give a new proof of the convergence of the directional Newton method
(5) that apply naturally to F of (7). The main tool is the majorizing sequence, due to
Kantorovich and Akilov [6], see also [10, Chapter 12.4].

Definition 1. A sequence
{
yk

}
, yk ≥ 0 , yk ∈ R for which

∥∥xk+1 − xk
∥∥ ≤ yk+1 − yk ,

k = 0, 1, ... is called a majorizing sequence for
{
xk

}
.

Note that any majorizing sequence is necessarily monotonically increasing.
The following two lemmas are used below.

Lemma 1. If F : Rn → R is twice differentiable in an open set S then for any x,y ∈ S ,

‖∇F (y)−∇F (x)‖ ≤ ‖y − x‖ sup
0≤ t≤1

‖F ′′ (x + t (y − x))‖ .

Lemma 2. If
{
yk

}
, yk ≥ 0, yk ∈ R is a majorizing sequence for

{
xk

}
, xk ∈ R and

lim
k→∞

yk = y∗ < ∞ , then there exists x∗ = lim
k→∞

xk and
∥∥x∗ − xk

∥∥ ≤ y∗ − yk , k = 0, 1, ...

Lemma 1 is consequence of the Mean Value Theorem, and Lemma 2 is proved in [10,
Chapter 12.4, Lemma 12.4.1].
To prove the convergence of (5), we write it as

xk+1 := xk − F
(
xk

)
vk, (10a)

where vk :=
∇F (xk)

‖∇F (xk)‖2 . (10b)

Theorem 1. Let F : Rn → R be a twice differentiable function, x0 ∈ Rn, and assume that

sup
x∈X0

‖f ′′ (x)‖ = M, (11)

where X0 is defined as

X0 :=
{
x :

∥∥x− x0
∥∥ ≤ R

}
, (12)
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for R given in terms of constants M,B, C that are assumed to satisfy∣∣F (
x0

)∣∣ ≤ C , (13a)
∥∥∇F

(
x0

)∥∥ ≥ 1

B
, (13b)

MB2C <
1

2
, (13c)

R :=
1−√1− 2MB2C

MB
. (13d)

Then:
(a) All the points xk+1 := xk − F

(
xk

)
vk, k = 0, 1, ... lie in X0.

(b) x∗ = lim
k→∞

xk exists, x∗ ∈ X0, and f (x∗) = 0.

(c) The order of covergence of the directional Newton method (5) is quadratic.

Proof. We construct a majorizing sequence for {xk} in terms of the auxiliary function

ϕ (y) =
M

2
y2 − 1

B
y + C . (14)

By (13c), the quadratic equation ϕ(y) = 0 has two roots r1 = 1−√1−2MB2C
MB

= R and

r2 = 1+
√

1−2MB2C
MB

. Also, ϕ′(y) = My − 1
B

and ϕ′′(y) = M .
Starting from y0 = 0, apply the scalar Newton iteration to the function ϕ (y) to get

yk+1 = yk − ϕ
(
yk

)

ϕ′ (yk)
, k = 0, 1, 2, ... (15)

= yk −
M
2

(
yk

)2 − 1
B

yk + C

M yk − 1
B

, k = 0, 1, 2, . . .

=
M
2

(
yk

)2 − C

Myk − 1
B

, k = 0, 1, 2, . . .

Next we prove that the sequences
{
xk

}
and

{
yk

}
, generated by (5) and (15) respectively,

satisfy for k = 0, 1, ... ∣∣F (
xk

)∣∣ ≤ ϕ
(
yk

)
, (16a)

∥∥vk
∥∥ ≤ − 1

ϕ′ (yk)
, (16b)

∥∥xk+1 − xk
∥∥ ≤ yk+1 − yk . (16c)

Statement (16c) says that
{
yk

}
is a majorizing sequence for

{
xk

}
. The proof is by

induction.
Verification for k = 0 : ∣∣F (

x0
)∣∣ ≤ C = ϕ

(
y0

)
= ϕ (0) ,
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∥∥v0
∥∥ ≤ B = − 1

ϕ′ (y0)
,

∥∥x1 − x0
∥∥ =

∥∥F
(
x0

)
v0

∥∥ ≤
∣∣F (

x0
)∣∣ ∥∥v0

∥∥

≤ − ϕ (y0)

ϕ′ (y0)
= y1 − y0,

showing that equations (16a)-(16c) hold for k = 0 . Suppose (16a)-(16c) hold for k ≤ n .
Proof of (16a) for n + 1 :

∥∥xn+1 − x0
∥∥ =

∥∥∥∥∥
n∑

k=0

(
xk+1 − xk

)
∥∥∥∥∥ ≤

n∑

k=0

(
yk+1 − yk

)

= yn+1 − y0 = yn+1 ≤ R .

∴ xn+1 ∈ X0 .

Let an(x) := (x− xn) ‖∇F (xn)‖2 + F (xn)∇F (xn) .

∴ an(x) = (x− xn) ‖∇F (xn)‖2 .

Let pn(x) :=
∇F (xn)

‖∇F (xn)‖2 an(x) .

Note that pn(xn+1) = 0 . On the other hand, pn(xn+1) can be represented as

pn

(
xn+1

)
= F (xn) +∇F (xn)

(
xn+1 − xn

)
.

∴ 0 = F (xn) +∇F (xn)
(
xn+1 − xn

)
.

∴ F
(
xn+1

)
= F

(
xn+1

)− F (xn)−∇F (xn)
(
xn+1 − xn

)
.

So, by induction
∣∣F (

xn+1
)∣∣ ≤ M

2

∥∥xn+1 − xn
∥∥2 ≤ M

2

(
yn+1 − yn

)2
= ϕ

(
yn+1

)
,

since ϕ
(
yn+1

)
=

M

2

(
yn+1 − yn

)2
.

Proof of (16b) for n + 1 :

∥∥vn+1
∥∥ =

1

‖∇F (xn+1)‖ =
1

‖∇F (x0)− (∇F (x0)−∇F (xn+1))‖
≤ 1

‖∇F (x0)‖ − ‖∇F (x0)−∇F (xn+1)‖
=

1

‖∇F (x0)‖
∣∣∣1− ‖∇F (x0)−∇F (xn+1)‖

‖∇F (x0)‖

∣∣∣
, by Lemma 1 ,

≤ B

1−MByn+1
=

1
1
B
−Myn+1

=
1

−ϕ′ (yn+1)
.
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Proof of (16c) for n + 1 :
∥∥xn+2 − xn+1

∥∥ =
∥∥F

(
xn+1

)
vn+1

∥∥ ≤
∣∣F (

xn+1
)∣∣ ∥∥vn+1

∥∥

≤ − ϕ (yn+1)

ϕ′ (yn+1)
, by (16a) and (16b) ,

= yn+2 − yn+1 .

Consequently, (16a)-(16c) hold for all n ≥ 0 . Since the sequence
{
xk

}
is majorized by the

sequence
{
yk

}
it follows from Lemma 2 that lim

k→∞
xk = x∗ and x∗ ∈ X0 .

The scalar Newton method has a quadratic rate of convergence, and
∣∣yk+1 − yk

∣∣ ≤ β θ2k

1−θ2k ,

where θ < 1, see [13]. Therefore
∥∥xk+1 − xk

∥∥ ≤ β θ2k

1−θ2k , and the sequence
{
xk

}
has at least

quadratic rate of convergence. ¤

3. Application to the solution of a system of equations

Recall the system (1) and the equivalent equation (7). The following theorem gives
conditions for the the convergence of the directional Newton method (5) when applied to
(7).

Theorem 2. Let fi : Rn → R be a twice differentiable functions, i ∈ 1,m , let x0 ∈ Rn,
and assume that

‖f ′′i (x)‖ ≤ M

2m
, x ∈ X0 , i ∈ 1,m , (17)

‖∇fi (x)‖2 ≤ M

2m
θi , x ∈ X0 , i ∈ 1,m , (18)

where X0 is defined by X0 :=
{
x :

∥∥x− x0
∥∥ ≤ R

}
, (19)

for R given in terms of constants M,B, C that are assumed to satisfy
m∑

i=1

(√
f 2

i (x0) + θ2
i − θi

)
≤ C , (20a)

∥∥∥∥∥
m∑

i=1

(
fi (x

0)√
f 2

i (x0) + θ2
i

∇fi

(
x0

)
)∥∥∥∥∥ ≥ 1

B
, (20b)

MB2C <
1

2
, (20c)

R :=
1−√1− 2MB2C

MB
. (20d)

Then the function F (x) :=
m∑

i=1

(√
f 2

i (x) + θ2
i − θi

)
, where θi ≥ 0 , i ∈ 1,m , satisfies all

conditions of Theorem 1 with corresponding M,B, C, R, X0 .
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Proof. We show a function F (x) :=
m∑

i=1

(√
f 2

i (x) + θ2
i − θi

)
, where θi ≥ 0 , i ∈ 1,m ,

satisfies all conditions of the Theorem 1 with corresponding M, B, C, R, X0.

∣∣F (x0)
∣∣ =

m∑
i=1

(√
f 2

i (x0) + θ2
i − θi

)
≤ C, by (20a).

So, (13a) holds.

∇F (x) =
m∑

i=1

(
fi (x)√

f 2
i (x) + θ2

i

∇fi (x)

)
,

∵ ‖∇F (x)‖ =

∥∥∥∥∥
m∑

i=1

(
fi (x)√

f 2
i (x) + θ2

i

∇fi (x)

)∥∥∥∥∥ , and

∥∥∇F (x0)
∥∥ =

∥∥∥∥∥
m∑

i=1

(
fi (x

0)√
f 2

i (x0) + θ2
i

∇fi

(
x0

)
)∥∥∥∥∥ ≥

1

B
, by (20b).

So, (13b) holds.

F ′′(x) =
m∑

i=1

(
fi (x)√

f 2
i (x) + θ2

i

f ′′i (x) +
θ2

i∇fi (x) · ∇fi (x)T

(f 2
i (x) + θ2

i )
3
2

)
,

∵ ‖F ′′(x)‖ =

∥∥∥∥∥
m∑

i=1

(
fi (x)√

f 2
i (x) + θ2

i

f ′′i (x) +
θ2

i∇fi (x) · ∇fi (x)T

(f 2
i (x) + θ2

i )
3
2

)∥∥∥∥∥

≤
m∑

i=1

(
‖f ′′i (x)‖+

θ2
i ‖∇fi (x)‖2

(f 2
i (x) + θ2

i )
3
2

)
≤

m∑
i=1

(
‖f ′′i (x)‖+

‖∇fi (x)‖2

θi

)

≤
m∑

i=1

(
M

2m
+

M

2m

)
, by (17) and (18).

So, (11) holds, where X0 := {x : ‖x− x0‖ ≤ R} , R := 1−√1−2MB2C
MB

and MB2C < 1
2

.

The function F (x) :=
m∑

i=1

(√
f 2

i (x) + θ2
i − θi

)
, where θi ≥ 0 , i ∈ 1,m , thus satisfies all

conditions of the Theorem 1 with corresponding M, B, C,R, X0 . ¤

4. Application to least squares problems

The system (1) was replaced above by an equivalent single equation F (x) = 0, with

(7) F (x) :=
m∑

i=1

(√
f 2

i (x) + θ2
i − θi

)
= 0 , where θi ≥ 0, i = 1, . . . , m ,
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and then solved by the directional Newton method

(5) xk+1 := xk − F (xk)

‖∇F (xk)‖2∇F (xk) , k = 0, 1, . . .

where

(8) ∇F (x) =
m∑

i=1

(
fi (x)√

f 2
i (x) + θ2

i

∇fi (x)

)
.

In practice it is often advantageous to use the following modification of (5)

xk+1 := xk − F (xk)

‖∇F (xk)‖2

m∑
i=1

fi(x
k)∇fi(x

k) , k = 0, 1, . . . (21)

where the last occurrence of ∇F (x) in (5) is replaced by
m∑

i=1

fi(x)∇fi(x) , that is the gradient of
m∑

i=1

fi(x)2 . (22)

Experience shows similar iteration counts for (21) and (5), giving an advantage to (21)
because of less work per iteration. Another advantage of (21) stems from (22): all limit
points of (21) are stationary points of the sum of squares

∑
fi(x)2. The modified method

(21) can therefore be used to find least squares solutions, like the method (3) but without
matrix inversion.
In contrast, the method (5) converges only if the system (1) has a solution.

5. Application to optimization

Optimization problems often call for solving

∇f(x) = 0 , (23)

where f is the objective function. This is a system of nonlinear equations

∂f(x)

∂xi

= 0, i ∈ 1, n .

that can be solved by (5) with F and ∇F replaced by

F (x) :=
n∑

i=1




√(
∂f(x)

∂xi

)2

+ θ2
i − θi




∇F (x) =
n∑

i=1




∂f(x)
∂xi√(

∂f(x)
∂xi

)2

+ θ2
i

(
∇ ∂f

∂xi

)
(x)


 .
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6. Numerical Examples

In this section we illustrate the inverse-free Newton method for four numerical examples.
In Example 4 we also compare this method with method (3). Example 5 compares the
modified inverse-free method (21) with (3) for least-squares problems.

Example 1. Consider the system ([5, p. 186])

x = x2 + y3 + z5

y = x3 + y5 + z7

z = x5 + y7 + z11.

The Newton method (2) converges for x0 = (.8, .5, .3) to the root

z1 = (.7916675708, .5443461301, .3251333166) ,

but diverges for other initial points “between” the roots z1 and z2 = (0, 0, 0), for example,
x0 = (.4, .3, .2). The inverse-free method (21) converges for x0, giving after 7 iterations

(.26804377 10−7,−.40713982 10−7,−.53475305 10−8)

sufficiently close to the root z2.

Example 2. Consider the system

x2 + y = 0,

−x2 + y = 0.

The Newton method (2) cannot be used with initial points on the y–axis, where the
Jacobian is singular. Both the inverse free method (5) and the generalized inverse Newton
method (3) converge to the solution (0, 0) in one iteration from any point on the y–axis.

Example 3. Consider the system (see [3, p. 470])

x3 + xy = 0

y + y2 = 0.

The Jacobian of this system is singular at any point (x,−0.5), and the Newton method is
inapplicable there. The inverse-free methods (5) and (21) are not affected by the singularity
of the Jacobian, and converge also for initial points on the line {(x,−0.5) : x ∈ R}.
Example 4. Consider a system of 10 equations in 10 unknowns ([8, Example 2]),

fk(x) :=
10∑
i=1

xk
i − 10 = 0 , k ∈ 1, 10 , (24)

with solution x = (1, 1, · · · , 1). Problem (24) was solved using method (3) and the
inverse-free method (5), with x0 = (2, 2, · · · , 2). The Newton method (2) cannot be used
with x0 because the Jacobians Jf (x) are singular (have rank 1) at all successive iterations.
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After 10 iterations, both methods gave the solution (1, 1, · · · , 1) of system (24). Table 1
shows fast decreases in the sum of squares errors (SSE),

∑
k fk(x)2 for both methods.

Note, that (5) does not compute the inverse of the Jacobian, whereas (3) does.

Table 1. Comparison of sum of squares errors in Example 4 for Methods (3)
and (5), with initial solution x0 = (2, 2, · · · , 2)

Method (3) Method (5)

Iteration SSE SSE

0 .139401800·109 .139401800 ·109

1 .1721211495·108 .1461084826·108

2 .2132634809·107 .1490439773·107

3 263707.9109 146690.3099

4 31756.60306 13490.88384

5 3425.414715 1014.499162

6 257.4808354 39.38440501

7 6.733861299 .2195197771

8 .01109470826 .00001080291589

9 .372021265·10−7 .385·10−13

10 0 0

Example 5. Consider a system of 10 equations in 10 unknowns ([8, Example 2]),

fk(x) :=
10∑
i=1

xk
i − 5 = 0 , k ∈ 1, 10 , (25)

which has no solution, and a least squares solution is sought. Problem (25) was solved
using method (3) and the modified inverse-free method (21), with x0 = (2, 2, · · · , 2).
Both methods ((21) after 7 iterations and (3) after 10) gave the least squares solution
(.888, .888, · · · , .888) of system (25). Table 2 shows fast decreases in the sum of squares
errors (SSE),

∑
k fk(x)2 for both methods.
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